Bernoulli’s light ray solution of the brachistochrone problem through Hamilton’s eyes
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This article contains a review of the brachistochrone problem as initiated by Johann Bernoulli in 1696-7. As is generally known, the cycloid forms the solutions to this problem. We follow Bernoulli’s optical solution based on the Fermat principle of least time and later rephrase this in terms of Hamilton’s 1828 paper. Throughout deliberately an anachronistic style is maintained. Hamilton’s solution recovers the cycloid in a way that is reminiscent of how Newton’s mathematical principles imply Kepler’s laws.
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1. Introduction

The brachistochrone problem was first posed by Johann Bernoulli, who published his solution in the Acta Eruditorum of 1697, see [4]. The problem concerns the motion of a point mass in a vertical plane under the influence of gravitation, and the question is along what path this motion takes minimal time. It helps to think of a wire profile along which a bead can slide without friction and the question then is: what should be this profile for the quickest descent, see figure 1. Bernoulli solved the problem in terms of a light ray that, according to Fermat’s principle, should follow a path of least time. As we shall see below, in this way a neat proof can be given of the fact that the brachistochrone curve is a cycloid.

The brachistochrone problem marks the beginning of the calculus of variations which was further developed by Euler and Lagrange [11; 22] during the 18th century. In the 19th century it was Hamilton who perfected this approach to what came to be known as the canonical theory and later also as Hamilton–Jacobi theory. Interestingly, Hamilton’s first publication in this direction [16] concerns geometric optics, which a few years later was followed by a discussion ‘on a general method in dynamics’ [17; 18]; also see Jacobi [36].

We shall illustrate this development by considering the brachistochrone problem in both settings. By applying Hamilton’s ideas we shall recover the cycloid, in a way that is reminiscent of how Newton’s principles applied to the central force field dynamics can lead to Kepler’s laws [2]. Mainly for reasons of readability, this paper is a study in anachronism, where everything is being explained in ‘modern’ terms. Here conservation laws play an important role. The contents of the present paper form part of a book [8] on geometric optics of the atmosphere, for a Dutch version of the present paper see [7]. A wealth of material
exists for further reading in this direction, where surely the monumental work of Carathéodory [9] should be mentioned. One example of a more recent reference is given by Leonhardt and Philbin [24], also see [30]. For background on geometric optics and its embedding in wave optics, see Feynman et al. [12] and also [3; 15]. I am grateful to Marja Bos, Aernout van Enter, Konstantinos Efstatiou, Wout de Goede, Jan Guijelaar, George Huijema, Hildeberto Jardun-Kojakhmetov, Jan van Maanen, Henk de Snoo, Floris Takens, Gert Vegter, Ferdinand Verhulst and Holger Waalkens for inspiring discussions during the preparation.

2. Bernoulli’s light ray solution

The lucky strike of Johann Bernoulli was to incorporate ideas from optics in the mechanical setting of a sliding bead, in particular the Fermat principle which states that light rays follow paths of least time. We shall consider a planar optical medium, for definiteness choosing a vertical plane. To fix thoughts further we shall use cartesian coordinates \( x \) (horizontal) and \( y \) (vertical).

Two properties are to be distinguished. The first of these is isotropy, which means that the velocity of light in each point of the medium is independent of the direction. This enables one to define a pointwise, scalar velocity of propagation \( v = v(x, y) \). The second, stronger property is homogeneity, which means that this velocity is constant, i.e., independent of \( (x, y) \). The Fermat principle of least time implies that in a homogeneous medium the light rays will follow straight lines that are traversed with constant velocity \( v \).

It is helpful to also consider the refraction index \( n = c/v \), where \( c \) is the velocity of light in vacuo. By an appropriate choice of units we may assume that \( c = 1 \).

Let us now consider the case where the planar medium consists of two layers separated by a horizontal line, say given by the equation \( y = 0 \), compare figure 2. We assume the two layers to be both homogenous, with velocities \( v_1 \) in the upper half-plane \( y > 0 \) and \( v_2 \) in the lower half-plane \( y < 0 \). So in both half-planes the light rays are straight lines that are traversed with the velocities indicated and the question is what happens at the boundary \( y = 0 \).

To be more precise we consider two points \( A \) and \( B \), where \( A \) is in the upper half plane \( y > 0 \), asking ourselves how a light ray goes from \( A \) to \( B \) while passing through a point \( C \) on the boundary \( y = 0 \). The point \( C \) should be chosen in such a way that the Fermat principle applies. When distinguishing between the case where \( B \) is also in the upper half-plane \( y > 0 \) or in the lower half-plane \( y < 0 \), we so recover the well-known reflection law (Hero of Alexandria) and refraction law (Willebrord Snell), respectively.

Proofs of these statements from the Fermat principle nowadays form high school computations, of which the case of refraction, i.e. of Snell’s law, will be included below. Here we largely follow Leibniz [23]; for more details see, for instance, [8] and references therein.

If \( n_1 = 1/v_1 \) and \( n_2 = 1/v_2 \) are the refraction indices in the upper, respectively lower, half-plane, we can express Snell’s refraction law as follows. The point \( C \) on the boundary \( y = 0 \) has to be chosen in such a
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Bernoulli’s set-up uses these ideas by approximating and discretizing an isotropic medium with a continuous refraction index profile \( n = n(y) \) into a finite number of homogeneous layers as sketched in figure 3. After that he sends their number to \( \infty \) while the thickness of the layers tends to 0. Such forms of infinitesimal thinking were also practised by Newton and Leibniz.

Within each layer the light ray is a straight line and at the separations Snell’s law holds. For the brachistochrone problem the remaining question then is how the refraction index profile \( n = n(y) \) should be specified. Here we have to return to mechanics, considering that the light ray exactly coincides with the trace of the falling bead under constant vertical gravitation. If \( v = v(y) \) denotes the corresponding rate of fall, we have to choose \( n(y) = 1/v(y) \).

2.1. Fermat’s principle of least time and Snell’s law

In this section a simple proof is given of Snell’s law from the Fermat least time principle, referring to figure 2. Given the points \( A \), with \( y > 0 \), and \( B \), with \( y < 0 \), we need to find the point \( C \) on the boundary \( y = 0 \) such that the sum of the times \( t_{AC} \) and \( t_{CB} \) a light ray to travel from \( A \) to \( B \) via \( C \), is extremal.

**Theorem 1** [Fermat and Snell]. In the planar setting where the half-plane layers \( y > 0 \) and \( y < 0 \) are homogenous, the total travel time of the path \( ACB \) is extremal if and only if Snell’s law

\[
  n_1 \sin \alpha = n_2 \sin \beta 
\]

holds.

**Proof.** Let \( x = x_C \) indicate the position of \( C \) on the line \( y = 0 \) that separates the two layers. Let \( t_{AC} \) denote the time needed to travel from \( A \) to \( C \) and similarly \( t_{CB} \) the time to travel from \( C \) to \( B \). We then have to extremize \( t_{AC} + t_{CB} \). Using the fact that \( |A - C| = t_{AC} \times v_1 \) and that \( v_1 = 1/n_1 \), gives that

\[
  t_{AC} = n_1 |A - C| \quad \text{and, similarly,} \quad t_{CB} = n_2 |C - B|,
\]

where \( | - | \) denotes Euclidean metric. By the Pythagoras theorem we know that

\[
  |A - C| = \sqrt{x^2 + b^2} \quad \text{and} \quad |C - B| = \sqrt{(a - x)^2 + c^2}.
\]
Differentiating $t_{AC}$ and $t_{CB}$ with respect to $x$ now yields

$$\frac{d}{dx} t_{AC}(x) = \frac{n_1 x}{\sqrt{x^2 + b^2}} = n_1 \sin \alpha$$

$$\frac{d}{dx} t_{AC}(x) = -\frac{n_2(a - x)}{\sqrt{(a - x)^2 + c^2}} = -n_2 \sin \beta .$$

We conclude that

$$\frac{d}{dx} (t_{AC} + t_{CB})(x) = 0 \Leftrightarrow n_1 \sin \alpha = n_2 \sin \beta ,$$

which exactly is what was to be proved.

**Remarks.**

- Snell’s law as an experimental fact was already known in ancient times . . .
- From the second derivatives of $t_{AC}(x)$ and $t_{CB}(x)$ it follows that the extremum is even a minimum. Extremal solutions in many texts are called *stationary*.
- The variational principle, which is being developed here, also is called *principle of least action*.
- If the boundary line is a smooth curve the same considerations apply, measuring the inclination angles $\alpha$ and $\beta$ with respect to the normal of the tangent line at $C$. Here the minimality of the travel time only holds locally. Globally caustics can occur [3; 15; 28].

We now turn to Bernoulli’s multi-layer medium, referring to figure 3. This is a variation on the setting of theorem 1, where now $N$ parallel homogeneous horizontal layers are considered, separated by horizontal lines and where layer $j$ has refraction index $n_j$, $j = 1, 2, \ldots, N$.

**Corollary 2.1** [Snell and Bernoulli]. In the multi-layer planar setting the total travel time of the broken path is extremal if and only if the quantity

$$n_j \sin \alpha_j, \quad (2)$$

for $j = 1, 2, \ldots, N$, is constant, i.e., is independent of $j$.

**Proof.** We apply the same reasoning as in the proof of theorem 1, where a broken straight line is traversed such that in layer $j$ the velocity is $v_j = 1/n_j$, $j = 1, 2, \ldots, N$. At the boundaries we then have according to Snell’s law:

$$n_j \sin \alpha_j = n_{j+1} \sin \alpha_j' ,$$
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\[ j = 1, 2, \ldots, N. \] Comparing successive boundaries we know from Euclidean geometry that

\[ a_j' = a_{j+1}, \]

\[ j = 1, 2, \ldots, N - 1. \] From this it follows that

\[ n_j \sin a_j = n_{j+1} \sin a_{j+1}, \]

for \( j = 1, 2, \ldots, N - 1 \), which gives the assertion of the corollary. ■

Remarks.
- Note that the conclusion of corollary 2.1 has the format of a conservation law.
- Now assume that the medium is isotropic with a continuous refraction index profile \( n = n(y) \). We discretize as in corollary 2.1, taking the limit for \( N \to \infty \), where the thickness of the layers tends to 0. For the moment parametrizing the entire path by \( y \), the discrete conservation law of the corollary translates into the assertion that the quantity

\[ n(y) \sin \alpha(y) \] (3)

is a conserved along the entire path. Here \( \alpha(y) \) is the angle between the path and the \( y \)-direction as a function of \( y \), which we shall call inclination.

2.2. Bernoulli’s solution completed

Note that for the conclusion that \( n(y) \sin \alpha(y) \) in (3) is a conserved quantity, the refraction index profile \( n = n(y) \) is still free to choose. As said before, when considering the brachistochrone motion, the light ray is identified with the trace of the falling bead. Accordingly, the velocity of propagation of the light should also be equal to the falling rate of the bead and we therefore also identify \( n(y) = 1/v(y) \), where \( v(y) \) is this falling rate.

To specify \( v(y) \) we note that the energy

\[ \frac{1}{2}mv^2 + mgy \] (4)

is a conserved quantity as well, e.g., compare [2; 13]. Here \( m \) denotes the mass and \( g \) the constant acceleration of gravitation. To be more precise, for a given value \( M = \frac{1}{2}mv^2 + mgy \) of (4) this falling rate is completely determined.

Remarks.
- To be more specific in (4) we take \( M = \frac{1}{2}m(v(y_0))^2 + mgy_0 \); also we take \( v(y_0) = 0 \), which means that the bead starts its motion in rest at height \( y = y_0 \) which implies that during the entire motion \( M = mgy_0 \). The corresponding rate of fall then is \( v(y) = \sqrt{2gy_0} \), where \( y \leq y_0 \).
- By a translation on the \( y \)-axis we can even establish that \( M = 0 \). In that case the rate of fall is given by \( v(y) = \sqrt{-2gy} \), where \( y \leq 0 \). Such considerations are quite common in classical mechanics.

We will derive the cycloidal form from the conservation laws related to the quantities (3) and (4). It turns out convenient to use the inclination \( \alpha \) as a parameter and to look for a wire profile \( \alpha \mapsto (x(\alpha), y(\alpha)) \).

Theorem 2 [The cycloid as the brachistochrone curve]. Assuming the above circumstances, the brachistochrone curve has the form

\[ x(\alpha) = \frac{1}{4S^2g} (2\alpha - \sin(2\alpha)) \] (5)

\[ y(\alpha) = \frac{1}{4S^2g} (-1 + \cos(2\alpha)) , \]

passing through \( A = (0, 0) \) for \( \alpha = 0 \) and where \( S \) is determines the scale of the curve such that is passes through \( B \).
Remarks.
- Regarding the choice of initial conditions and the value of \( M \), evidently many other possibilities exist.
- This represents a cycloid with radius \( 1/4S^2g \) and rolling angle \( 2\alpha - \pi \); for this terminology we refer to the explanation below, which will show the connection between the figures 3, 4 and 5.

2.3. Computation of the cycloidal solution
Our proof of theorem 2 now amounts to a few further direct computations.

Lemma 1. Consider the function \( v = v(y) \) as this follows from (4) and write \( v' = dv/dy \). Then

\[
v'(y) = -\frac{g}{v(y)}\tag{6}
\]

and

\[
\cos \alpha = S v'(y) \frac{dy}{d\alpha}.\tag{7}
\]

Proof. Differentiate (4) with respect to \( y \) and (3) with respect to \( \alpha \), using that \( v(y) = 1/n(y) \). ■

Proof of the theorem. We determine the derivatives \( dy/d\alpha \) and \( dx/d\alpha \) to obtain the desired parametrization by \( \alpha \). Here we take already into account that

\[
dx/dy = -\tan \alpha,
\]

noting that in figure 3 the light ray points down.

By applying the lemma we now find

\[
\frac{dy}{d\alpha} = \frac{1}{S v'(y)} \cos \alpha = -\frac{v(y)}{Sg} \cos \alpha = -\frac{1}{2S^2g} \sin(2\alpha),
\]

where the latter equality uses (3). By similar arguments we have

\[
\frac{dx}{d\alpha} = -\tan \alpha \frac{dy}{d\alpha} = \frac{v(y)}{Sg} \sin \alpha = \frac{1}{2S^2g} (1 - \cos(2\alpha)) \tag{9}
\]

Integration of (8) and (9) gives

\[
y(\alpha) = C_y + \frac{1}{4S^2g} \cos(2\alpha)
\]

\[
x(\alpha) = C_x + \frac{1}{4S^2g} (2\alpha - \sin(2\alpha)),
\]

where we choose the constants of integration \( C_y \) and \( C_x \) in such a way that \( x(0) = 0 = y(0) \), leading to \( C_x = -1/(4S^2g) \) and \( C_y = 0 \). We so obtain the desired formula (5). □

2.4. Background on the cycloid
For completeness we give some background on the cycloid, thereby discussing why this curve also is both isochronous and tautochronous. Isochrony means that the frequency of oscillation is independent of its amplitude. Our tool is to show that the motion of a bead along a cycloid performs harmonic oscillations, which exactly implies isochrony. Here we use Newton’s second law for the moving bead under constant gravitation, thus obtaining the harmonic oscillator. This idea goes back to Lagrange [21].
2.4.1. Radius and rolling angle

The cycloid arises by rolling a wheel along a straight line, following a point on its boundary. Presently we let the wheel roll underneath a horizontal straight line, compare with figure 5. If the wheel has radius \( \rho \) this leads to the following parametrization

\[
x(\theta) = \rho(\theta + \sin \theta), \\
y(\theta) = \rho(1 - \cos \theta).
\]

\(-\pi \leq \theta \leq \pi\), where we use the cartesian coordinates \((x, y)\). The parameter \(\theta\) is called the rolling angle of the cycloid.

2.4.2. Christiaan Huygens

For details about the cycloid see [19] and its references. We also have to mention Huygens’s Horologium Oscillatorium [20] where the cycloid was introduced as the isochronous curve and where interesting geometric properties were discovered, compare with figure 6. For details we refer to [1] and to [8; 10].

2.4.3. Arclength of the cycloid

The cycloid turns out to be rectifiable in terms of elementary functions. Indeed, using the Pythagoras theorem we find for an infinitesimal piece of arc that

\[
ds = \sqrt{dx^2 + dy^2} = \\
= \sqrt{(dx/d\theta)^2 + (dy/d\theta)^2} \, d\theta = \\
= \rho \sqrt{2(1 + \cos \theta)} \, d\theta = 2\rho \cos(1/2 \theta) \, d\theta.
\]

Hence the arclength (with sign) is given by

\[
s(\theta) = 4\rho \sin(1/2 \theta); \tag{11}
\]

below we shall use the arclength \(s\) to parametrize the curve.

2.4.4. Harmonic oscillations: isochrony and tautochrony

Let us return to the bead that slides frictionless along a wire profile, only subject to constant vertical gravitation. So we consider the curve (10) for \(-\pi \leq \theta \leq \pi\), compare with figure 4. We shall show that the bead performs harmonic oscillations around the minimum \(s = 0\), where the frequency equals \(\omega = \sqrt{g/(4\rho)}\).
Fig. 5. The cycloid with radius $\varrho$ parametrized by the rolling angle $\theta$.

The gravitational potential energy is proportional to the vertical height

$$y(\theta) = 2\varrho \sin^2 \left(\frac{1}{2} \theta\right) = \frac{1}{8\varrho} (s(\theta))^2$$

of the bead; in fact it is given by

$$V(s) = \frac{mg}{8\varrho} s^2.$$

(12)

By Newton’s law it follows that the sliding bead has equation of motion

$$m \ddot{s} = -\frac{dV}{ds}(s),$$

where $\ddot{s} = d^2 s / dt^2$. The equation of motion now gets the linear form

$$\ddot{s} = -\frac{g}{4\varrho} s.$$

(13)

Here we recognize the harmonic oscillator, as announced with frequency $\omega = \sqrt{g/(4\varrho)}$, e.g., compare with [2]. This show from the fact that the general solution $s = s(t)$ is given by

$$s(t) = A \cos(\omega t + \phi),$$

with $s(0) = A \cos \phi$ and $s'(0) = -A \sin \phi$,

for instance see [2; 13] and many texts on ordinary differential equations. In the latter expression the frequency $\omega$ of oscillation is independent of the amplitude $A$, which exactly expresses the isochrony of the cycloid.

Now also it can be easily seen that the curve is \textit{tautochronous}, which means that the falling time to the minimum $s = 0$ is the same for any point on the curve; indeed, such a fall would be nothing but one fourth oscillation.
Remarks.

- The geometric miracle of Huygens is that, without using any calculus, he shows the cycloid to be its own evolute, see figure 6, right. This assertion means the following. Consider the upper curve which also is a cycloid, congruent with the one below — this is the isochronous curve that we discovered just now. Consider a point mass at the end of a rope attached to the cuspoid top of the upper cycloid. If the rope evolves along the upper cycloid, coming off along the tangent line, the point mass exactly describes the lower cycloid. The pendulum rope is perpendicular to the lower cycloid, meaning that the latter motion is only subject to gravity. Hence, this motion is isochronous indeed. For more details, see Huygens [20] and, e.g., [1; 6; 39].

- For the isochronous pendulum clock this idea was implemented by placing metal ‘cheeks’ of cycloidal shape near the point of attachment of the pendulum. Examples of this can be seen in several Dutch and English museums. This isochronous clockwork has been used for some time on board of ships, to keep track of the Greenwich time to sufficient accuracy; this for measuring the geographical longitude at sea. Indeed, if $\Delta T$ is the difference in hours between local time and Greenwich time, the difference in longitude with the Greenwich meridian amounts to $15 \times \Delta T$. Here we use that $360 = 15 \times 24$.1 Also see [31].

- Bernoulli worked in Groningen from 1695 till 1705. He published his optical solution of the brachistochrone problem in the Acta Eruditorum of 1697; he announced the problem one year earlier in the same journal. Many contemporaries then also published solutions. An anonymous version in the Phil. Trans. Bernoulli immediately recognized as Newton’s: he says that “... ex ungue leonem ...”2 For more details see [4; 14; 25].

3. Approach in the style of Hamilton

Hamilton was a prodigy who has made fantastic contributions to mathematics, physics and astronomy. Among other things he introduced a transparent formalism into the calculus of variations, which has had a profound influence in mathematical and theoretical physics. His first publication on this subject was in optics, see [16], and we follow him, once more in an anachronistic way, illustrating the theory by means of the brachistochrone problem.

Remarks.

- Between Bernoulli and Hamilton surely Euler [11] and Lagrange [22] should be mentioned, being key players in these developments.

---

1It should be noted that, due to the motion of the ship, this method did not work very well. After a few decades spring clocks were found to be far more effective.

2I knew the lion by his claw.
3.1. Hamilton’s principle rephrasing Fermat’s principle

Given any given smooth curve $\tau \mapsto q(\tau)$ in the plane or in space, the velocity vector $\dot{q}$ is indicated by $\dot{q} = dq/d\tau$. Assuming that this curve parametrizes a light ray in an isotropic medium, the refraction index $n(q)$ is well-defined and by the chain rule it follows that

$$dt = n(q)\|\dot{q}\| d\tau.$$  

(14)

where $t$ denotes time. The Fermat principle of least time requires that for $\tau_1 < \tau_2$, with $A = q(\tau_1)$ and $B = q(\tau_2)$ fixed, the integral

$$\int_{\tau_1}^{\tau_2} n(q(\tau))\|\dot{q}(\tau)\| d\tau$$

is minimal (or at least extremal) under small variations of the curve. Since it is no longer convenient to deal with square roots, one rather extremizes the integral

$$\mathcal{I}(q) = \int_{\tau_1}^{\tau_2} \frac{1}{2} n^2(q(\tau))\|\dot{q}(\tau)\|^2 d\tau,$$

(15)

which locally amounts to the same thing. From now on we assume that $n = n(q)$ depends on $q$ in a smooth way. The integrand of (15)

$$L(q, \dot{q}) = \frac{1}{2} n^2(q)\|\dot{q}\|^2$$

(16)

is called the Lagrangian of this extremization problem; it is also the (kinetic) energy of the motion at hand. The rephrasing of Fermat’s principle says that light rays should extremize the integral (15). This assertion is also known as Hamilton’s principle [16]. We hasten to add that Hamilton’s principle does not only concern optics, but it extends over all of classical mechanics [17; 18] also compare with, e.g. [2; 5; 13].

3.2. Calculus of variations, a summary

We briefly summarize certain central elements from the calculus of variations in the form of two theorems without proofs. These will lead to the Hamiltonian formalism via the Euler–Lagrange equations. For further details see Arnold [2], from which we freely quote during this exposition. We like to note this that this concerns a a deep and moreover very elegant mathematical theory.

In the vertical plane that serves as optical medium, we write $q = (x, y)$ and the dynamics of the light rays then takes place in the 4-dimensional state space $\mathbb{R}^2 \times \mathbb{R}^2$ with coordinates $(q, \dot{q}) = ((x, y), (\dot{x}, \dot{y}))$. Here for each position $q \in \mathbb{R}^2$ the velocity $\dot{q}$ is a tangent vector in $\{q\} \times \mathbb{R}^2$, the tangent vector $\dot{q}$ being attached.
to the point $q$. In this way, in addition to the positions $q$ optical medium, in general called configuration space, also the velocities $\dot{q}$ are being taken into account. The first non-trivial result in the theory is the following.

**Theorem 3** [Euler–Lagrange equations]. The curve $\tau \mapsto (q(\tau), \dot{q}(\tau))$ satisfies the Euler–Lagrange equations

\[
\frac{d}{d\tau} \frac{\partial L}{\partial \dot{x}} = \frac{\partial L}{\partial x}, \\
\frac{d}{d\tau} \frac{\partial L}{\partial \dot{y}} = \frac{\partial L}{\partial y},
\]

if and only if the integral $I$ in (15) is extremal under small variations of the curve $q$ while keeping the endpoints $q(\tau_1)$ and $q(\tau_2)$ fixed.

Similar to what we saw in the case of Snell’s law, see theorem 1, in the present optical setting, locally the extremum (also called stationary solution) is a minimum as well.

- To illustrate how this works, we give a brief impression of the Euler–Lagrange equations (17) for the current setting where $n = n(y)$.

When computing the derivatives of the Lagrangian $L$ we first have to treat $x, y, \dot{x}$ and $\dot{y}$ as four independent variables, so obtaining

\[
\frac{\partial L}{\partial x} = 0, \quad \frac{\partial L}{\partial y} = n(y)n'(y) (x^2 + y^2)
\]

and

\[
\frac{\partial L}{\partial \dot{x}} = n^2(y)\dot{x}, \quad \frac{\partial L}{\partial \dot{y}} = n^2(y)\dot{y}.
\]

Here $n' = dn/dy$.

Substitution of these expressions in (17) yields a system of two second order ordinary differential equations

\[
\frac{d}{d\tau} (n^2(y)\dot{x}) = 0
\]

\[
\frac{d}{d\tau} (n(y)n'(y) (\dot{x}^2 + \dot{y}^2)) = n^2(y)\dot{y}.
\]

where now $\dot{x} = dx/d\tau$ and $\dot{y} = dy/d\tau$.

- In (18) carrying out the differentiation with respect to $\tau$ soon leads to rather standard but somewhat finger breaking computations. The analysis, however, will be simplified a lot below by Hamilton’s approach, where each second order differential equation will be replaced by two first order equations in an ingeneous way. One conclusion may be immediately drawn from the first equation of (18), namely that the expression $n^2(y)\dot{x}$ is a conserved quantity. In a while we shall return to this subject extensively.

### 3.3. Canonical theory

We first present a translation of the Euler–Lagrange equations (17) into Hamilton’s canonical equations. For this we perform a transformation

\[
\mathcal{L} : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2 \times \mathbb{R}^2
\]

\[
(q, \dot{q}) \mapsto (q, p),
\]

where we define

\[
p = \frac{\partial L}{\partial \dot{q}}(q, \dot{q}) = n^2(q) \dot{q}.
\]
This transformation is named after Legendre. Also we introduce the Hamiltonian function \( H : \mathbb{R}^2 \to \mathbb{R} \), which in our present optical setting takes the format

\[
H(q, p) = (L \circ L^{-1})(q, p) = L \left(q, \frac{p}{n^2(q)}\right) = \frac{1}{n^2(q)} |p|^2.
\]

We see that \( H \) is the (kinetic) energy expressed in the \((q, p)\)-variables. The second non-trivial result of the theory now reads as

**Theorem 4** [Hamilton’s principle explicit]. The light rays, defined by extremizing (15), are the projections of the solutions of the system of first order differential equations

\[
\begin{align*}
\dot{q}_j &= \frac{\partial H}{\partial p_j}, \\
\dot{p}_j &= -\frac{\partial H}{\partial q_j}
\end{align*}
\]

\( j = 1, 2, \) to the configuration plane \( \mathbb{R}^2 = \{q\} \).

In this compact form we have \( q = (q_1, q_2) \) with \( q_1 = x \) and \( q_2 = y \). Below we shall use the following notation: \( p_1 = n^2(q) \dot{x} \) and \( p_2 = n^2(q) \dot{y} \). Moreover, we present a concrete application of theorem 4 to the brachistochrone problem.

- As said earlier, Hamilton’s principle holds in great generality. This also holds for the format (21). again see [2; 13], but also [12]. Traces of this approach can be found in quantum- and statistical mechanics. As said before the canonical equations are often called Hamilton–Jacobi equations.

- The entire description meanwhile has obtained a strongly geometric character, in which, for instance, the Legendre transformation (19) is a mapping from the tangent bundle to the cotangent bundle of the configuration space, which can be a general smooth manifold.

- The deterministic dynamics of (21) entirely takes place in the state space \( \{q,p\} \), that is in the cotangent bundle. The observed paths of particles or light rays are the projections of this on the configuration space \( \{q\} \).

### 3.4. Conservation laws, symmetry

In general the format (21) implies conservation of energy. Indeed, for the evolution of the function \( H \) along the integral curve, by the chain rule, one has

\[
\dot{H} = \frac{\partial H}{\partial q} \dot{q} + \frac{\partial H}{\partial p} \dot{p} = \frac{\partial H}{\partial q} \frac{\partial \dot{q}}{\partial q} - \frac{\partial H}{\partial p} \frac{\partial \dot{p}}{\partial q} + \frac{\partial H}{\partial q} \frac{\partial \dot{q}}{\partial p} = 0.
\]

This exactly means that the energy \( H \) is conserved during the entire motion, i.e., along the evolution of (21). In other words, the energy \( H \) is a conserved quantity.

#### 3.4.1. Translation symmetry and another conservation law

In the specific setting of the brachistochrone problem the function \( n = n(q) \) does not depend on the horizontal coordinate \( x \); we write \( n = n(y) \) as before. Then (20) gets the form

\[
H(x, y, p_1, p_2) = \frac{1}{2n^2(y)} (p_1^2 + p_2^2),
\]

and we conclude that also the function \( H \) is independent of \( x \). This means that in the system (21) of differential equations the third equation reads as

\[
\dot{p}_1 = -\frac{\partial H}{\partial x}(q, p) = 0,
\]

from which we see that \( p_1 = n^2(y) \dot{x} \) is another conserved quantity, usually called the momentum of the motion. This conservation we already met in the Euler–Lagrange setting, compare with (18).
Remarks.

- The present revelation of a conservation law is an example of a very general principle, named after Emmy Noether \[27\]. This principle expresses how a symmetry can lead to a conservation law, also compare \[2\]. In this case translation symmetry in the \(x\)-direction leads to conservation of momentum in this direction. Classically the variable \(x\) is called cyclic. We like to note that conservation of energy is related to time independence of the Hamiltonian: indeed, the system is autonomous.

- By the combination of both conservation laws we retrieve the conserved quantity \(S\) from (3). Indeed setting energy and momentum as \(H(q, p) = E\) and \(p_1 = I\) we find that

\[
\frac{I}{\sqrt{2E}}(x, y, \dot{x}, \dot{y}) = n(y)\frac{\dot{x}}{\sqrt{\dot{x}^2 + \dot{y}^2}} = n(y)\sin(\dot{x}, \dot{y}) = S(y, \dot{x}, \dot{y}),
\]

compare the figures 2 and 3.

3.4.2. Reduction of the symmetry

The translation symmetry in the horizontal direction can be used to reduce the 4-dimensional system to two dimensions as follows.

**Theorem 5** [Reducing the translation symmetry]. Given \(p_1 = I\) the projection of the solutions of (21) to the \((y, p_2)\)-plane solves the canonical equations related to the Hamiltonian

\[
H_I(y, p_2) = \frac{1}{2n^2(y)}p_2^2 + V_I(y) \text{ with } V_I(y) = \frac{I^2}{2n^2(y)},
\]

where

\[
V_I(y) = \frac{I^2}{2n^2(y)}.
\]

This means that the \((y, p_2)\)-coordinates evolve according to

\[
\dot{y} = \frac{\partial H_I}{\partial p_2}(y, p_2) = \frac{1}{n^2(y)}p_2
\]

\[
\dot{p}_2 = -\frac{\partial H_I}{\partial y}(y, p_2) = -\frac{n'(y)}{n^3(y)}(I^2 + p_2^2).
\]

Indeed, these are exactly the second and fourth equation of the canonical system (21), that by translation symmetry decouple for the two other equations.

Remarks.

- The function \(V_I\) in (24) is the potential energy, often referred to as the effective potential of the motion. From the conservation of energy it follows that the integral curves of of the reduced system (25) are just the level curves of the function \(H_I\).

- Such reduction processes are very common in conservative dynamics, just think of the point mass moving in a central force field where the rotational symmetry is reduced in a completely similar way, using Kepler’s second law \[2; 13\].

3.5. Back to the brachistochrone problem

So far the theory was quite general and what is still lacking in the brachistochrone context is the precise choice of the refraction index for the motion in a constant gravitation field, compare with (4).
3.5.1. The reduced phase portrait

Again consider the energy of the $\frac{1}{2}mv^2 + mgy$ of the motion in a constant gravitation field. For simplicity we follow the setting of a remark following theorem 2, where the bead falls from height $y = 0$ with initial velocity $v = 0$. In that case

$$\frac{1}{2}mv^2 + mgy = 0$$

during the entire motion and the rate of velocity is $v(y) = \sqrt{-2gy}$. From this it follows that

$$n(y) = \sqrt{-\frac{1}{2gy}},$$

as long as $y < 0$. This gives the reduced Hamiltonian $H_I$ from (24) the explicit form

$$H_I(y, p_2) = -\frac{1}{gy}(p_2^2 + I^2)$$

which implies that the level curve $H_I(y, p_2) = E$ precisely coincides with the graph

$$y = -\frac{1}{g} \left( \frac{E}{p_2^2 + I^2} \right).$$

These statements lead to the reduced phase portrait of figure 8 in a straightforward manner, also compare, e.g. [2]. In particular it follows that, for each level of the effective potential $V_I$, for the corresponding $y$–value the level curve of $H_I$ passes through the point $(y, 0)$ in the reduced state plane.
3.5.2. Reconstruction of the full dynamics
Furthermore the reduced equations (25) obtain the form
\[ \begin{align*}
\dot{y} &= -2gyp_2 \\
\dot{p}_2 &= g(p_2^2 + I^2)
\end{align*} \]
In the reduced phase portrait we see projections of the possible brachistochrone solutions on the \((y, p_2)\)-plane and we now also reconstruct their projections on the \((x, y)\)-configuration plane, thereby recovering the cycloids as the corresponding light rays.
First of all we obtain the \(\tau\)-parametrization of the reduced system as follows. Fixing constants of motion \(I \neq 0\) and \(E, N\) we derive from (28)
\[\begin{align*}
d\tau &= \frac{dp_2}{g(p_2^2 + I^2)} \quad \text{which leads to} \quad \tau = \frac{1}{gI} \arctan\left(\frac{p_2}{I}\right),
\end{align*}\]
All integrals can be expressed in elementary functions, leading to
\[\begin{align*}
p_2 &= I \tan(gI\tau) \quad \text{and} \quad y = -\frac{1}{g} \left(\frac{E}{I^2} \cos^2(gI\tau)\right),
\end{align*}\]
which is the \(\tau\)-parametrization of the reduced system as required. Note that we took \(p_2(0) = 0\): for \(\tau = 0\) we are precisely in the minimum of the function (27). The entire motion covers the interval \(|\tau| < \pi/(2gI)\).

3.5.3. The cycloids recovered
From here all of the dynamics in 4-space can be recovered. Indeed, from the fact that \(I = p_1 = n^2(y) \dot{x}\) it follows that
\[\begin{align*}
\dot{x} &= \frac{1}{n^2(y)} I = -2Igy \\
&= \frac{2E}{I} \cos^2(gI\tau) = \frac{E}{I}(1 + \cos(2gI\tau))
\end{align*}\]
And so, also using (29), we recover the cycloids of (5) and (10) in the form
\[\begin{align*}
x(\tau) &= x_0 + \frac{E}{2gI^2}(2gI\tau + \sin(2gI\tau)) \\
y(\tau) &= -\frac{E}{2gI^2}(1 + \cos(2gI\tau)).
\end{align*}\]
Comparison of the radius \(\rho\) in the formulæ (5) and (30) gives the equality
\[\frac{1}{4\rho^2 g} = \frac{E}{2gI^2},\]
which is in agreement with (23). To obtain the form (30) from (10) and the corresponding figure 5, we have to take \(\theta = 2gI\tau\) and translate vertically over \(-2\rho\). As a consequence we obtain the interesting affine proportionality
\[gI\tau = \alpha - \frac{1}{2}\pi,\]
between \(\tau\) and the inclination \(\alpha\) with the \(y\)-direction.

4. Scholium
The above derivation of the cycloid (30) is reminiscent of how Newton’s mathematical principles yield the Keplerian conic section orbits in the central force field with Newtonian potential, compare with [2]. It is noteworthy that so many of the computations in the theories of Huygens, Newton and Bernoulli fit in the framework of elementary functions. Having said this, it also may be observed that already the time parametrization of the mathematical pendulum involves elliptic functions.
4.1. A direct solution of the brachistochrone problem

Nowadays the brachistochrone problem is an exercise in courses on the calculus of variations, where one looks for a curve of the form \( y = y(x) \). The arclength reads \( ds = \sqrt{(dx)^2 + (dy)^2} = \sqrt{1 + (y')^2} \, dx \), where \( y' = dy/dx \). From the conservation of gravitational energy it follows as before that the speed at height \( y \) is 
\[
\frac{ds}{dt} = \sqrt{-2gy}.
\]
This leads to
\[
dt = \frac{\sqrt{1 + (y')^2} \, dx}{\sqrt{-2gy}}
\]
and therefore to a variational problem with Lagrangian
\[
L(y, y') = \sqrt{-\frac{1 + (y')^2}{2gy}}.
\]
Turning to the Euler–Lagrange equations, we can derive the differential equation
\[
(1 + (y')^2) \, y = \text{constant}
\]
and substituting a parametrized solution \((x, y) = (x(\theta), y(\theta))\) as before gives the desired result. For instance compare with Bottema [5].

4.2. Light rays as geodesics

Returning to the formula (14) \( dt = n(q)\|\dot{q}\| \, d\tau \), we see the correspondence between time and distance. This can be made more formal by introducing a Riemannian metric \( G \); this is a \( q \)-dependent inner product on the tangent space \( \{q\} \times \mathbb{R}^2 = \{\dot{q}\} \). Indeed, here we define
\[
G_q(\dot{q}_1, \dot{q}_2) = n^2(q) \langle \dot{q}_1, \dot{q}_2 \rangle,
\]
where the latter brackets denote the Euclidean inner product. Noting that
\[
L(q, \dot{q}) = \frac{1}{2} G_q(\dot{q}, \dot{q}),
\]
see (16), we conclude that the light rays obtained by the variational principle exactly are the geodesics of the Riemannian metric \( G \); for general reference see [10; 29; 32]. This is a more modern way of dealing with geometric optics [3; 15].

So in the end Bernoulli’s cycloid turns out to be a geodesic in the translation-invariant Riemannian metric (32), determined by the refraction index profile (26). From the affine proportionality (31) between the geodesic parameter \( \tau \) and the inclination \( \alpha \) we conclude that also \( \alpha \) turns out to be a geodesic parameter!
4.3. Atmospherical optics

The considerations of the present paper easily generalize to other optical settings [28; 8]. Indeed, in the geometric optics of the atmosphere as an optical medium we may well consider the vertical plane that passes through the eye of the observer, the center of the earth and an optical object such as the center of the sun. Assuming that the medium is isotropic, also here a refraction index \( n \) is defined. One simplifying assumption is that the refraction index \( n \) in the atmosphere only depends on the distance \( r \) to the earth center, in which case we write \( n = n(r) \). This introduces a rotationally symmetric problem which by the Noether principle again leads to a convenient conservation law, namely of angular momentum \( C = r n(r) \sin \alpha \), where \( \alpha \) is the inclination with the radial direction. In this case the corresponding polar angle is the cyclic variable. A theory very similar to that developed in this paper applies, compare [8].

For many choices of the refraction index profile \( n = n(r) \), around the horizontal direction a so-called Wegener sector arises, compare [34; 35]. Such a sector may give rise to blank strips in the setting sun as shown in figure 10, compare Minnaert [26]. Also certain optical illusions can be explained in this way. For further details see [8] and references therein.
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