GENERATING AND ABSORBING BOUNDARY CONDITIONS FOR FREE-SURFACE FLOW SIMULATIONS IN OFFSHORE APPLICATIONS
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ABSTRACT
Numerical simulations of wave phenomena necessarily have to be carried out in a limited computational domain. This implies that incoming waves should be prescribed properly, and the outgoing waves should leave the domain without causing reflections. In this paper we will present an enhanced type of such generating and absorbing boundary conditions (GABC). The new approach is applied in studies of extreme hydrodynamic wave impact on rigid and floating structures in offshore and coastal engineering, for which the VOF-based CFD simulation tool ComFLOW has been developed.

INTRODUCTION
Since the 19th century when first wave theories were proposed, understanding the motion and behavior of the waves in nature has been a very popular subject among researchers from various fields of science. Typically the phenomena of interest are local but embedded in a vast spatial domain; for example, the interaction between free surface waves and numerous kinds of man-made structures in the ocean. For efficient computational modeling, this vast spatial domain around the region of interest is truncated via artificial boundaries, which suggests that a compact computational domain around the structure and a residual infinite domain are introduced. At this point, one of the most elusive and difficult topics surfaces when we try to answer this question: What is the boundary condition to be imposed on these artificial boundaries in such a way that the solution in the compact domain coincides with the solution in the original domain? In the literature the boundary conditions applied on the artificial boundaries are called by various names, such as non-reflecting, absorbing, open, transparent and radiating boundary conditions. Here, we will use the term Absorbing Boundary Condition (ABC).

Several types can be listed under the wide variety of ABCs: Nonlocal, semi-local or local operators, numerical dissipation zones and Dirichlet-to-Neumann (DtN) map based conditions. For a review regarding high-order local ABCs, see [1]. [2] and [3] present lengthy overviews of local and non-local ABCs along with other artificial boundary conditions. Also, [4] offers a survey of exact ABCs. [5] discusses the use of ABCs and numerical dissipation zones suitable especially for compressible turbulent shear flows. For a review of ABCs and PMLs for wave propagation problems, the reader is referred to [6]. Several techniques to absorb free surface waves are briefly discussed by [7].

In the paper we will present a new type of ABC, which are used in the ComFLOW project [8–10]. In this project a numerical CFD method is developed to simulate the hydrodynamic impact of extreme waves on offshore platforms and coastal constructions.
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HIGHER-ORDER BOUNDARY CONDITIONS

For convenience we will present a short introduction to the first hierarchy of local absorbing boundary conditions developed by [11]. This work can be considered as one of the cornerstones in the field of absorbing boundary conditions, and is essentially related to the ABC that we will design. We start the discussion by considering the two dimensional wave equation

$$\frac{\partial^2 \phi}{\partial t^2} = c^2 \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right),$$  \hspace{1cm} (1)

where \( c \) is the propagation or phase speed. Solutions of this equation are plane waves which have the following form

$$\phi(x,y,t) = e^{i(k_x x + k_y y - \omega t)},$$  \hspace{1cm} (2)

where \( \omega \) is the frequency and \((k_x, k_y)\) are the components of the wave number vector in the \(x\)- and \(y\)-directions, respectively. \( k = (k_x, k_y) \). Substitution of Eq. (2) in Eq. (1) results in the following expression

$$\omega^2 = c^2 (k_x^2 + k_y^2) \Rightarrow k_x = \frac{\omega}{c} \sqrt{1 - \left( \frac{k_x c}{\omega} \right)^2},$$  \hspace{1cm} (3)

which is called the dispersion relation.

The square root on the right-hand side is replaced by a Taylor series representation in order to obtain a partial differential equation which can be locally discretized in physical domain. Considering only the first few terms of its Taylor series representation we can approximate the square root as \( \sqrt{1 - s} = 1 - \frac{1}{2}s + O(s^2) \), where \( s = (k_x c / \omega)^2 \) (see [12] for a discussion on various expansion techniques). If we take only the first term in this representation and ignore the rest, hence \( \sqrt{1 - s} \approx 1 \), and transform the resulting dispersion relation back into the physical domain, we obtain

$$-\omega + c k_x = 0 \Rightarrow \left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) \phi = 0.$$  \hspace{1cm} (4)

Eq. (4) is the 1st-order Engquist-Majda boundary condition [11], or alternatively the Sommerfeld condition [13]. In other terms, it shows that the ingoing characteristic variable should vanish. Similarly, if we consider the first two terms in the Taylor series representation and redo the process, we reach

$$\left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right)^2 \phi = 0.$$  \hspace{1cm} (5)

which is the 2nd-order Engquist-Majda boundary condition. The order can be increased further in a similar way.

Higdon [14, 15] showed that it is possible to allow the wave under an angle of incidence \( \alpha \) with the outflow boundary; in the higher-order conditions even more angles can be chosen: \( \alpha_p, \ p = 1, \ldots, P \), where \( P \) is the order of the boundary condition. Higdon’s condition reads:

$$\prod_{p=1}^{P} \left( \cos \alpha_p \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) = 0$$  \hspace{1cm} (6)

In order to assess the benefit of using Eq. (6) as opposed to Eq. (4), we need to take a look at the amount of spurious reflection generated by each scheme as a function of the angle of incidence. For this purpose, at the artificial boundary the solution can be expressed as the sum of the outgoing and reflected waves, that is

$$\phi(x,y,t) = e^{i(k_x x + k_y y - \omega t)} + Re^{i(-k_x x + k_y y - \omega t)},$$  \hspace{1cm} (7)

where the first term represents the wave with amplitude equal to unity impinging on the boundary, and the second term represents the sparsely reflected wave with amplitude \( R \). To evaluate \( R \), we substitute Eq. (7) into the general Higdon boundary conditions Eq. (6), and arrive at the following relation

$$|R_h| = \prod_{p=1}^{P} \left| \frac{\cos \alpha_p - \cos \theta}{\cos \alpha_p + \cos \theta} \right|,$$  \hspace{1cm} (8)

where \( \theta \) is the ‘real’ angle of incidence measured in the clockwise or counter-clockwise direction from the positive \( x \)-direction, \( |\theta| < \pi/2 \). Observing Eq. (8), it can be readily seen that Higdon’s boundary conditions is nonreflecting as soon as \( \theta \) equals one of the \( \pm \alpha_p \)’s in combination with a wave speed \( c \).

In addition to directional effects of the waves, dispersion has also been the focus of many researchers. Considering the highly nonlinear governing equations which are employed in many complex modeling applications, it is unlikely to have a priori knowledge regarding the phase speed \( c \). As a result \( c \) is generally computed during the course of the numerical simulation. Orlanski [16] suggested the following idea to compute \( c \) as \( c = -\left( \left[ \frac{\partial \phi}{\partial t} \right] / \left[ \frac{\partial \phi}{\partial x} \right] \right) \). Clearly, this expression is found from the boundary conditions (4) itself, and makes sense only in the discrete form. To discretize the right-hand side, he suggested using the information near the boundary at the previous time step via suitable finite difference approximations. An obvious problem is that we may encounter unphysical values from this computation. When the angle of incidence increases, i.e., the waves are rather oblique, the normal derivative approaches zero, which
results in an infinitely large value for $c$. Furthermore, if $c < 0$ is obtained, then this implies that information propagates back into the domain instead of outside. Thus much ‘safeguarding’ procedures have to be built in to prevent numerical instabilities. For a survey the reader is referred to [17] and [18].

**DERIVATION OF THE ABC**

In ComFLOW, the equations of motion are solved in a computational domain $\Omega$ (see Fig. 1) via imposing various types of boundary conditions such as free surface, wall, inflow and absorbing boundary conditions. Typically on the west and south boundaries $\Gamma_W$ and $\Gamma_S$ the incoming wave is prescribed. At every time level starting from $t = 0$, free surface elevations, values of the velocity components and pressure corresponding to the considered wave model are provided on $\Gamma_W$ and $\Gamma_S$. At the bottom $\Gamma_B$ we specify a no-slip no-penetration condition which is simply the Dirichlet condition.

At the free surface $\Gamma_{FS}$ the continuity of normal and tangential stresses results in expressions for the velocity components and pressure. In-depth analysis of how these equations are implemented is beyond the scope of this paper. We now introduce two artificial boundaries $\Gamma_N$ and $\Gamma_E$, see Fig. 1. To complete the statement of the problem, we will implement an ABC on these artificial boundaries.

**ABC-1 (Dispersive ABC)**

Consider the 1st-order version of Higdon’s boundary operator (6) and replace $c$ by the familiar dispersion relation

$$c = \sqrt{gh \tanh(kh)/kh},$$

then we obtain

$$\left( \cos \alpha \frac{\partial}{\partial t} + \sqrt{gh \tanh(kh)/kh} \frac{\partial}{\partial x} \right) \phi = 0. \quad (10)$$

Each individual component of this wave has its own frequency, amplitude, wave number and phase. Therefore, the boundary condition (10) cannot annihilate all these wave components, simply because it is evidently designed for only one of them.

At this point a question crosses one’s mind: Is it possible to develop a boundary condition which has the feature of allowing reflection only to an acceptable threshold for all the components which all together form an irregular wave? One can deduce from the way this question is asked that we expect some amount of reflection for such a boundary condition, but it will be restricted within certain limits.

![Figure 1. A computational domain with $\Gamma_N$ and $\Gamma_E$ as artificial boundaries.](image)

![Figure 2. Approximation of the dispersion relation. For the coefficients in (11), $a_0 = 1.04$, $a_1 = 0.106$ and $b_1 = 0.289$ are used.](image)

Now we introduce the following rational expression which approximates the dispersion relation (9),

$$c_a = \sqrt{gh \frac{a_0 + a_1(kh)^2}{1 + b_1(kh)^2}}, \quad (11)$$

where a proper choice of coefficients $a_0$, $a_1$ and $b_1$ leads to a close approximation for the largest possible range of $kh$ values, see Fig. 2. The difference between the two curves gives an indication for the amount of reflection caused by the rational approximation. Now a further improvement is introduced into the design of the boundary condition: by exploiting the exponential behavior of the wave potential in the $z$-direction. The wave number $k$ is computed locally from the potential itself, via

$$k^2 \phi = \frac{\partial^2}{\partial z^2} \phi. \quad (12)$$

This relation can be substituted into (11) and combined with (10)
to reach the final form of the absorbing boundary condition at $\Gamma_E$

$$\cos \alpha \left( 1 + b_1 h^2 \frac{\partial^2}{\partial z^2} \right) \frac{\partial \phi}{\partial t} + \sqrt{gh} \left( a_0 + a_1 h^2 \frac{\partial^2}{\partial z^2} \right) \frac{\partial \phi}{\partial x} = 0.$$  \hspace{1cm} (13)

Following the same method, it is easy to write the ABC on $\Gamma_N$.

**ABC-2 (Dispersive Directional ABC)**

Now, a further modification of the dispersive ABC will be discussed to account for both dispersive and directional effects of the waves. As the 2nd-order Higdon ABC has superior performance over the 1st-order one in terms of directional effects, we will incorporate the improvements that we made in the previous section concerning dispersive effects. As this ABS consists of the product of two operators, and considering the relations (11) and (12), we realize that only one of the operators can include the approximation for the dispersion relation. Otherwise, the product of two approximations would yield a fourth-order derivative in the $z$-direction which will cause difficulties when discretized at the boundaries. Therefore, we substitute the relations (11) and (12) in one of the operators. The resulting expression for the 2nd-order ABC-2 is the following

$$\left( \cos \alpha_1 \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) \left( \cos \alpha_2 \left( 1 + b_1 h^2 \frac{\partial^2}{\partial z^2} \right) \frac{\partial \phi}{\partial t} + \sqrt{gh} \left( a_0 + a_1 h^2 \frac{\partial^2}{\partial z^2} \right) \frac{\partial \phi}{\partial x} \right) = 0. \hspace{1cm} (14)$$

Analogous with the discussion for the ABC-1, this expression can also be easily written for the boundary operator to be applied on $\Gamma_N$.

**Reflection coefficients**

Similar as above, reflection coefficients can be derived when angle of incidence and wave speeds vary. For the first order ABC (13) the reflection coefficient for a wave with incidence $\theta$ and an outgoing wave speed $c_{out}$ reads

$$R = \frac{c_{out} \cos \alpha_1 - c \cos \theta}{c_{out} \cos \alpha_1 + c \cos \theta}, \hspace{1cm} (15)$$

with $c_a$ given by (11). A similar expression can be obtained for the second-order condition (14).

The difference in reflection coefficients as a function of the angle of incidence $\theta$ for the special case of a prescribed wave speed, i.e. $c_{out} = c_a = c$, is presented in Fig. 3. Here the angle-parameters in the ABC-1 and ABC-2 have been chosen as $\alpha = 0^\circ$ for ABC-1, and $\alpha_1 = 0^\circ$, $\alpha_2 = 60^\circ$ for ABC-2. The superiority of ABC-2 over ABC-1 is immediately visible.

**From ABC to GABC (Generating and Absorbing BC)**

Sometimes it is necessary to radiate out an outgoing wave while allowing an incoming wave to propagate into the domain through the same boundary. A boundary treatment which provides such feature becomes a fully transparent boundary condition which is also referred to as Open Boundary Condition (OBC) in the literature [20, 21]. In order to preserve consistency,
with the previous work in this field throughout the ComFLOW project, we will refer to it as Generating and Absorbing Boundary Condition (GABC). Carpenter [28] proposed such a method:

$$\left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) \phi = \left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) \phi^n. \quad (16)$$

Here $\phi^n$ is the external function which is known a priori and $x$ is the outward normal direction to the boundary where the condition is applied. This boundary condition has been used by a number of researchers including [21–24], [25] used the same idea in the SKYLLA code which was developed at Delft Hydraulics. A brief discussion of the method was also presented by [20,26,27].

The fact that [28] used the same Sommerfeld operator on each side of the equation is simple and appealing. However, the Sommerfeld operator has strict limitations which effectively render the Carpenter scheme (16) low order accurate. [21] analyzed scheme (16) for the one-dimensional linear shallow water equations. Later, the accuracy was improved by replacing the Sommerfeld operator with the high-order Hagstrom-Warburton operators. Hence we will use the ABC-1 or ABC-2 in the Carpenter scheme (16), and design a boundary condition which will account for short-crested dispersive waves traveling in and out of the computational domain over the same boundary.

RESULTS OF SIMULATIONS

In this section we present the results of the numerical experiments where the ABCs are applied at the outflow boundaries of the computational domain. In the first test, we will investigate the capability of the ABCs to account for only dispersive effects of the waves, and in the second test for only directional effects. In the third test, the ABCs will show a performance in terms of both when we will generate a short-crested wave in the computational domain.

The results of the numerical simulations will be analyzed through error norms. For that purpose, we introduce three error measures,

$$e(i, j) = \eta_s (i, j) - \eta_r (i, j), \quad e_\Omega \equiv ||e||_2 \text{ and } ||e||_\infty, \quad (17)$$

where $\eta$ is the free surface elevation. The subscript $s$ indicates the solution in the domain of interest or ‘small domain’ and the subscript $r$ indicates the reference solution. In the numerical experiments considered here, the reference solution is either obtained by solving the problem in a much larger domain with the same discretization in space and time or from analytical results. More information on the setup of the tests is given below. The common property of the global $L_2$-norm $e_\Omega$ (also used by [32]) and the infinity norm $||e||_\infty$ is that they display a complete picture of the error behavior in a single plot.

Dispersive properties of the ABCs

We apply the discrete ABCs to a problem in a two-dimensional computational domain where a linear regular wave is traveling along the $x$-direction. The wave has a period of $T = 4s$ and a wave height of $H = 0.1m$. With this wave we choose four different water depths, which produces four different $kh$ values: 5, 10, 15 and 20. The parameters in the ABCs are not tuned for a particular $kh$ value, rather they are fixed such that the reflection coefficient is minimum for the range of $kh$ values between 0 and 20. Therefore, this test becomes especially useful to investigate the dispersive character of the boundary conditions. Here we employ the values given in Fig. 4. The length of the long domain is arranged in such a way that the reflected waves can not pollute the solution in the small domain. This allows us to use the solution in the long domain as a reference solution.
FIGURE 5. ERROR NORMS FROM THE TWO ABCs IN A TWO-DIMENSIONAL DOMAIN ON TWO GRID RESOLUTIONS FOR WAVES WITH VARIOUS $kh$ VALUES: FROM TOP TO BOTTOM: $kh = 5$, $kh = 10$, $kh = 15$ AND $kh = 20$. 
FIGURE 6. ERROR NORMS FROM THE TWO ABCs ON TWO GRID RESOLUTIONS FOR WAVES WITH VARIOUS ANGLES OF INCIDENCE. FROM TOP TO BOTTOM RESULTS ARE SHOWN FOR $\theta = 20^\circ$, $\theta = 40^\circ$, $\theta = 60^\circ$ AND $\theta = 80^\circ$. 
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The results are shown in Fig. 5 on two grid resolutions. Errors are measured for a duration of $t_{\text{max}} = 16s$ which corresponds to four wave periods. Both error measures are normalized by the wave height. Results indicate that as $kh$ values increase, the amount of reflection generated by ABC-1 increases from 7% for $kh = 5$ to nearly 16% for $kh = 20$; see the infinity norm $\|e\|_{\infty}$ in Fig. 5. The amount of reflection due to the use of the ABC-1 is characterized by the approximation that we applied for the dispersion relation. As shown in Fig. 2 this approximation becomes poorer as $kh$ increases, which corresponds to an increase in reflection. On the other hand, the largest value of $\|e\|_{\infty}$ changes between 4% and 8% when ABC-2 is used. This is slightly higher than the maximum theoretical reflection coefficient illustrated in Fig..

When the grid is refined, the results from ABC-1 change only $kh$ slightly. With ABC-2 the change varies for different $kh$ values: the infinity norm decreases 1% for $kh = 5$, 0.5% for $kh = 10$, 4% for $kh = 15$ and 2% for $kh = 20$. Also the global norm displays different amounts of improvement with grid refinement. Examining the discrete forms of the ABCs reveals that ABC-2 is more sensitive to grid refinement as it contains more spatial and temporal derivative terms.

**Directional properties of the ABCs**

Similar to the previous test case, the size of $\Omega_{L}$ is defined in such a way that the reflected waves from the outflow boundaries, which are located at $x = 230m$ and $y = 230m$, do not reach $\Omega_{S}$ during the simulation. At $t = 0s$, a fully developed linear regular wave is generated in both domains. At each time level, the numerical solution in $\Omega_{S}$ is compared to the reference solution in $\Omega_{L}$. In both domains all numerical parameters are the same. Therefore, we can attribute the difference between the two solutions only to the performance of the ABCs at the outflow boundaries of $\Omega_{S}$.

In this test we consider a wave which has a period of $T = 5s$ and a wave height of $H = 0.1m$. The water depth is $h = 5.75m$. With this wave we choose four different angles of incidence: $\theta = 20^\circ$, $\theta = 40^\circ$, $\theta = 60^\circ$ and $\theta = 80^\circ$, all of which are measured in the counter-clockwise direction from the positive $x$-axis. Similar to the previous test, the parameters of the ABCs will be kept constant for the four waves, thus the ABCs will not be tuned for a particular angle. The parameters are chosen in such a way that the reflection coefficient is minimum for the four angles of incidence. Thus we set $\alpha = 45^\circ$ for the ABC-1, and $\alpha_{1} = 20^\circ$ and $\alpha_{2} = 60^\circ$ for the ABC-2. The parameter $c$ in the ABCs is chosen equal to the phase speed of the generated wave so that reflection is produced only by directional effects.

Figure 6 illustrates the global norm $e_{\Omega_{L}}$ and the infinity norm $\|e\|_{\infty}$ on two grid resolutions. Errors are measured for a duration of $t_{\text{max}} = 20s$ which corresponds to four wave periods. Both error measures are normalized by the wave height. Results indicate that ABC-1 produces the smallest reflection for the case with $\theta = 40^\circ$, i.e., the value of $\|e\|_{\infty}$ is around 5% on the fine grid. This is expected since in this case $\theta$ is closest to $\alpha = 45^\circ$. As the angle of incidence differs more from $\alpha$, reflection increases. $\|e\|_{\infty}$ has the values of 14% at $\theta = 60^\circ$, 23% at $\theta = 20^\circ$ and 33% at $\theta = 80^\circ$ from the ABC-1 on the fine grid. With the ABC-2 reflection is the smallest when $\theta$ is close to $\alpha_{1}$ or $\alpha_{2}$. This is also consistent with the theoretical reflection behavior; see Fig. 3. $\|e\|_{\infty}$ has the values of 8% at $\theta = 20^\circ$, 3% at $\theta = 60^\circ$, 9% at $\theta = 40^\circ$ and 23% at $\theta = 80^\circ$ from the ABC-2 on the fine grid.

This demonstrates the relative strength of the ABC-2 compared to ABC-1 in terms of directional effects of the waves.

**Directional irregular wave test**

In this final experiment, the ABCs are applied in a computational domain where a directional irregular wave is generated. Similar to the previous cases the reference solution used in the error measures is computed by solving the problem in a vast domain $\Omega_{L}$ which is larger than the small domain $\Omega_{S}$ only in the $x$-$y$ plane, see Fig. 7 for the illustration of the problem. Before, we showed the performances of the ABCs concerning the dispersive and directional effects of the waves separately. Here we combine the two effects and produce a test where the wave is composed of a large number of components each with its own propagation direction, which naturally resembles practical situations in a better way. In the previous numerical experiments we had the information regarding the phase speed and angle of incidence beforehand. In this case we do not know the phase speed or the angle of incidence of the component which is impinging on the outflow boundaries. Therefore we will choose the parameters in the ABCs in such a way that the reflection coefficient is minimum for the ranges of $kh$ and $\theta$ of the components.

The free surface of the directional irregular wave with 537
Fourier components is shown in Fig. 8. A JONSWAP spectrum wave (Fig. 9) with $T_p = 9\,s$ and $H_s = 0.1\,m$ is simulated by performing 4000 time-steps at $\Delta t = 0.009\,s$. The lengths of $\Omega_S$ in the $x$- and $y$-directions are the same, $l_x = l_y = 50\,m$, and the water depth is $h = 2.875\,m$. By running the simulations for $t_{\text{max}} = 36.0\,s$ and taking into account the phase speed of the fastest propagating wave component $\sqrt{gh}$, we calculate the lengths of $\Omega_L$ in the $x$- and $y$-directions as $L_x = L_y = 250\,m$. Two uniform grid resolutions are considered: 0.5$m$ and 0.25$m$.

Figure 10 shows the pointwise error $|e(i, j)|$ from (17), normalized with $H_s$, as a function of space but averaged over time. As was to be expected, the largest errors occur near the outflow boundaries. Also, it is imminent that the second-order ABC-2 is significantly better than its first-order counterpart ABC-1 (note the difference in color scale).

Figure 11 shows the global $L_2$-norm $e_{\Omega}$ and the infinity norm $||e||_\infty$ as a function of time on two grid resolutions for the two ABCs. The largest value of $||e||_\infty$ for the ABC-1 is nearly 21.0%, whereas it is only 11.0% with the ABC-2. $||e||_\infty$ demonstrates a highly erratic behavior with ABC-1: it reaches the value of 11.0% at $t = 12.0\,s$, changes to 21.0% at $t = 23.0\,s$, and decreases back to 9.0% at $t = 30.0\,s$. When it comes to ABC-2, however, it oscillates within a much more limited band of 7.0% to 11.0% during the entire simulation.

**CONCLUSIONS**

The paper presents a new class of generating and absorbing boundary conditions (GABC). It is based on the well-known conditions of Sommerfeld [13], Engquist-Majda [11] and Hig-
The innovative aspect is that the wave speed featuring in these conditions, which is usually unknown due to dispersion, is determined from the local flow solution. The performance of these absorbing boundary conditions has been demonstrated a.o. for dispersive waves under varying angles of incidence. The test problems include a case with directional, irregular dispersive waves. The second-order variant ABC-2 clearly outperforms the first-order variant ABC-1.
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