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ABSTRACT
The simulation of free-surface flow around moored or floating objects faces a series of challenges, concerning the flow modelling and the numerical solution method. One of the challenges is the simulation of objects whose dynamics is determined by a two-way interaction with the incoming waves. The ‘traditional’ way of numerically coupling the flow dynamics with the dynamics of a floating object becomes unstable (or requires severe underrelaxation) when the added mass is larger than the mass of the object. To deal with this two-way interaction, a more simultaneous type of numerical coupling is being developed. The paper will focus on this issue. To demonstrate the quasi-simultaneous method, a number of simulation results for engineering applications from the offshore industry will be presented, such as the motion of a moored TLP platform in extreme waves, and a free-fall life boat dropping into wavy water.

1 INTRODUCTION
Over the centuries, understanding the motion and behavior of waves in nature has been a very popular subject among researchers from various fields of science. Even today, when we have highly capable numerical methods and computational power at our disposal, numerical modeling of water wave propagation remains a formidable challenge. During the development of the ComFLOW simulation method [1–5] many of the numerical challenges have been tackled:

- Waves should be allowed to freely enter or leave the domain, requiring absorbing or non-reflecting boundary conditions which are able to deal with the dispersive character of waves on deep water [6]. Also attention has to be paid to an accurate description of wave propagation (reconstruction and advection). More info on these aspects is to be found in the PhD thesis of Duz [7] and the forthcoming papers [8,9].
- The turbulence model not only has to deal with coarse grids, but should also recognize wall-bounded turbulence from free-surface turbulence. This is tackled with a new class of adaptive, minimum-dissipation turbulence LES models [10–12].
- The numerical coupling of the flow dynamics with the dynamics of a floating object has to deal with situations where the added mass is larger than the mass of the object. Here to a more simultaneous type of numerical coupling is being developed. This paper contains more details about this issue.
- The efficiency of the simulations is enhanced by means of local grid refinement and parallelisation [13, 14].

When the objects (or structures) under study are moving, either free-floating or attached to a mooring system, the interaction between the incoming waves and the dynamics of the structure comes into play. Physically, we can distinguish one-way or two-
way interaction. In the former case the structure ‘simply’ reacts to the oncoming flow field. But in the latter case the interaction is such that the motion of the structure influences the flow field around the structure. The latter case also poses most challenges to the numerical coupling between flow and structure.

Such a numerical coupling approach can be aggregated (monolithic) or segregated (partitioned). In the former case all discrete equations of motion are combined into one single set of equations which is then solved simultaneously. In the latter case two separate discrete systems (modules) can be recognized equipped with recipes to exchange information between the two separate modules. On the one hand this enhances the flexibility (modularity) of the approach, but on the other hand it requires a (hierarchical) iterative exchange of information between the modules with its consequences for numerical stability and convergence. Below we describe our efforts to find a compromise between the robust monolithic approach and the more flexible, but vulnerable, partitioned approach. We will see that the ratio between the mass of the structure and its added fluid mass plays an essential role.

The organization of the paper is as follows. After an introduction of the flow equations, the numerical coupling strategy between fluid and solid structure is studied. The paper finishes with some practical applications: a falling lifeboat and a moored TLP platform. Some of these applications are validated by experiments carried out at MARIN.

2 MATHEMATICAL FLOW MODEL

Incompressible, turbulent fluid flow can be modelled by means of the Navier–Stokes equations.

\[ \mathcal{M} \mathbf{u} = 0, \quad \frac{\partial \mathbf{u}}{\partial t} + \mathcal{C}(\mathbf{u}) \mathbf{u} + \mathcal{G} p - \mathcal{D} \mathbf{u} = \mathbf{f}. \]  

(1)

Here \( \mathcal{M} \) is the divergence operator, which describes conservation of mass. Conservation of momentum is based on the convection operator \( \mathcal{C}(\mathbf{u}) \equiv \nabla (\mathbf{u} \otimes \mathbf{v}) \), the pressure gradient operator \( \mathcal{G} = \nabla \), the viscous diffusion operator \( \mathcal{D}(\mathbf{u}) \equiv \nabla \cdot \nu \nabla \mathbf{u} \) and a forcing term \( \mathbf{f} \). The kinematic viscosity is denoted by \( \nu \).

Turbulence is modelled by means of large-eddy simulation (LES) using a low-dissipation QR-model as formulated by Verstappen [10]. For its use in maritime applications, see [15, 16]. This model has been refined and extended in the PhD thesis of Rozema [11,12] and is now in use e.g. at the Center for Turbulent Research (Stanford University) [17].

The Navier–Stokes equations (1) are discretized on an Arakawa C-grid. The second-order finite-volume discretization of the continuity equation at the ‘new’ time level \( \mathbf{u}^{n+1} \) is given by

\[ M^0 \mathbf{u}^{n+1} = -M^r \mathbf{u}^r + M^f \mathbf{u}^f + \mathbf{f}. \]  

(2)

where \( M^0 \) acts on the interior of the domain and \( M^f \) acts on the boundaries of the domain (with \( \mathbf{u}^r \) denoting the velocity at the boundary). In the discretized momentum equation, convection \( \mathcal{C}(\mathbf{u}) \) and diffusion \( \mathcal{D} \) are discretized explicitly in time. The pressure gradient is discretized at the new time level. In this exposition, for simplicity reasons the first-order forward Euler time integration will be used. In the actual calculations, a second-order Adams–Bashforth method is being applied.

Letting the diagonal matrix \( \Omega \) denote the matrix containing the geometric size of the control volumes, gives the discretized momentum equation as

\[ \Omega \frac{\mathbf{u}^{r+1} - \mathbf{u}^r}{\delta t} = -\mathcal{C}(\mathbf{u}^r) \mathbf{u}^r + \mathcal{V} \mathbf{u}^r - \mathcal{D} \mathbf{p}^{n+1} + M^f \mathbf{u}^f + \mathbf{f}. \]  

(3)

For divergence-free velocity fields \( \mathbf{u} \), the conservative discrete convection operator is skew-symmetric, such that convection does not contribute to energy production or dissipation; see Verstappen and Veldman [18]. In particular, its discretization preserves the energy of the flow and does not produce artificial diffusion. To make the discretization fully energy-preserving, the discrete gradient operator and the divergence operator are each other’s negative transpose, i.e. \( \mathcal{G} = -M^0 \mathcal{r} \), thus mimicking the analytic symmetry \( \nabla = -(\nabla^\top) \). In this way, also the work done by the pressure vanishes discretely.
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The solution of the discrete Navier–Stokes equations is split into two steps. Firstly, an auxiliary variable $\tilde{u}$ is defined through

$$\frac{\Omega - u^n}{\delta t} = -C(u^n)u^n + Du^n + f. \quad (4)$$

With this abbreviation, the discrete momentum equation (3) can be reformulated as

$$u^{n+1} = \tilde{u} - \delta t \Omega^{-1} Gp^{n+1}. \quad (5)$$

Secondly, by imposing discrete mass conservation (2) at the new time level, substitution of (5) results in a discrete Poisson equation for the pressure:

$$\delta t M^\delta \Omega^{-1} Gp^{n+1} = M^\delta \tilde{u} + M^\Gamma u^{n+1}. \quad (6)$$

Sometimes, this step is geometrically interpreted as a projection step. Unfortunately this phrasing creates a negative association sounding as a correction for something that needs to be repaired, but here this step is just a straightforward reformulation of the original discrete equations (2) and (3).

The liquid region and the free liquid surface are described by an improved VOF-method; see e.g. Hirt and Nichols [19], Kleefsman et al. [1] and Düz [7].

3 Fluid–Solid Body Coupling

A further step is to allow the moving object to interact with the fluid dynamics, e.g. it is floating on the water surface. This physical two-way coupling has to be mirrored in the numerical coupling algorithm between the flow solver and the solid-body solver. The coupling takes place along the common interface $\Gamma$ between the fluid and the solid body; quantities involved are the dynamics (position and acceleration) of the solid body, and the dynamics of the fluid (in particular its pressure loads); see Fig. 2.

1. The coupling conditions at the interface between fluid and solid body basically express ‘continuity’ of the physics on both sides of the common interface $\Gamma$. The kinematic condition expresses that the boundary of the liquid region (partially) coincides with the surface of the solid body. In particular, material particles on both sides have the same velocity and acceleration (when the no-slip condition does not hold, only the normal component is continuous). Hence, it makes sense to talk about the velocity at the interface $u_\Gamma$. Additionally, the dynamic coupling condition is based on Newton’s 3rd law “action = reaction”, which expresses equilibrium of forces. In particular, we denote the fluid pressure by $p_\Gamma$. In the sequel, we will formulate the coupled problem in terms of the two interface variables: $u_\Gamma$ and $p_\Gamma$.

2. The solid-body dynamics is governed by an equation describing the acceleration $\ddot{u}$ of the solid body when reacting to the forces and moments $f$ exerted by the fluid. The latter are found by integration of the liquid pressure and the viscous stresses over the common interface $\Gamma$. In abstract terms we denote this relation by

$$\text{solid body dynamics: } \ddot{u}_\Gamma = Dp_\Gamma. \quad (7)$$

The dynamics operator $D$ involves the integration of the fluid pressure and the viscous stresses over the interface to obtain the force and moments acting on the body. Through the dynamics equations of the solid body these lead to an acceleration of the body. Thus the eigenvalues of $D$ are inversely related to the body mass and its moments of inertia. Note that we do not show eventual external forces, as they play no essential role in the coupling algorithm.

3. The fluid dynamics governs the reaction of the fluid to the motion of the solid body. The latter creates a boundary condition along the interface $\Gamma$ which has to be added to the Navier–Stokes equations (1). As a result, the pressure along the interface and acting on the solid body can be computed. In abstract notation we write

$$\text{fluid dynamics: } p_\Gamma = -M_a \ddot{u}_\Gamma, \quad (8)$$

where $M_a$ is related to the so-called added mass operator (in the notation we ignore the integration of the pressure to yield a force). Again, terms in $u$ have been omitted because of their minor role in the analysis of the coupling process.

The above formulation (7)+(8) in principle shows two equations for the two unknowns along the interface: pressure and acceleration. Their coupling can be done in an aggregated / monolithic or segregated / partitioned way. An aggregated (or strong) coupling recombines both equations (or modules) into one single global system which is solved simultaneously. In contrast, a
3.2 Quasi-simultaneous coupling

For iterative efficiency reasons, we would like to follow the monolithic, simultaneous approach as much as possible. If possible, this would be the most efficient numerical coupling; see e.g. Drela [23] for a monolithic implementation of boundary-layer interaction as compared to the partitioned implementation of Veldman [20]. Alas, such a monolithic approach requires access to the internal numerics of the two solvers that are being coupled. In practice, using commercial software, this is often not possible because of the black-box character.

In this situation, however, the source code of the fluid-flow solver is at our disposal. Then, from a software-engineering point of view, we are able to integrate a simplified version of the solid-dynamics solver into the algorithmic heart of the flow solver. A similar action, but with flow solver and solid-dynamics solver interchanged, makes use of a sophisticated guess for the added mass of the fluid which is integrated with the solid-body dynamics. One step further, applicable when the source code of none of the modules is accessible, is black-box coupling as introduced by Vierendeels and colleagues [24, 25]; see also contributions to the ECCOMAS conference series Coupled Problems, e.g. [26]. A general survey of opportunities and challenges in multi-physics coupling is provided by Keyes et al. [27].

Thus, with the full dynamics operator $D$ being too complex, we look for a good approximation $\tilde{D}$ which anticipates the reaction of the full dynamics $D$ and which is simple enough to be used as a boundary condition inside the Navier–Stokes solver (1). Such an approximation has been proposed in the late 1970s (in a somewhat different context) and was then termed an interaction law [20–22] (in modern language it would be called a reduced-order model [24])

$$\tilde{u}_\Gamma = \tilde{D}p_\Gamma.$$  \hspace{1cm} (14)

The interaction law (14) is then incorporated in the time integration process in defect formulation:

$$\tilde{p}_\Gamma^{n+1} = (\tilde{D} - D)p_\Gamma^n.$$  \hspace{1cm} (15)

Navier–Stokes:

$$p_\Gamma^{n+1} - M_a\tilde{u}_\Gamma^{n+1} = 0.$$  \hspace{1cm} (16)

Another interpretation in terms of time integration is that the part $\tilde{D}$ of the dynamics equation (7) is treated implicitly and the remaining part $D - \tilde{D}$ explicitly. Note that the viscous stresses need not be part of the interaction law, as they can be handled in a weak fashion.

The interaction law is a boundary condition for the Navier–Stokes equations along the interface $\Gamma$. More precisely, it will be implemented as a boundary condition for the pressure Poisson solver.
equation (6). The latter is derived by first rewriting the boundary condition (15) for $u$ as

$$u^{n+1}_t - \delta t \tilde{D} p^{n+1}_l = u^n_t + \delta t (D - \tilde{D}) p^n_l.$$  

Then the discrete momentum equation is written in the form (2), wherein the above relation is substituted through the term $M^F u_f$.

Finally a relation is obtained featuring $p_l$ as a boundary condition for the Poisson equation; see also [28]. The above quasi-simultaneous integration can be analysed by eliminating $\dot{u}$ from (15)+(16), which leads to

$$(I + M_a \tilde{D}) p^{n+1}_l = -M_a (D - \tilde{D}) p^n_l.$$  

(17)

For $\tilde{D} \equiv 0$, we recover the iteration process (11) which breaks down when $M_a$ is ‘too large’. But with the term $M_a \tilde{D}$ on the left-hand side and the difference $D - \tilde{D}$ on the right-hand side, it will be clear that this process will converge when $\tilde{D}$ is sufficiently close to $D$, in spite of a possibly ‘large’ $M_a$.

4 Examples

To show the performance of the quasi-simultaneous approach, two test cases are presented: i) a life boat falling into a breaking wave; and ii) a moored TLP platform.

4.1 Falling life boat

The first test case is a simulation of a life boat dropped into a breaking wave. The life boat has an average density of $320 \text{kg/m}^3$, the water a density of $1025 \text{kg/m}^3$. It is dropped from $37 \text{m}$ height and hits the water at $t = 2.5 \text{s}$. A snapshot of the simulations is shown in Fig.4. The dynamics of the life boat is modelled by means of a 6-DOF mechanical model.

The fluid flow is modelled with the Navier-Stokes equations and solved on a grid consisting of about 0.7 million active (i.e. within the fluid) grid points, with local grid refinement [13, 14] around the life boat (Fig. 4).

For physical accuracy this grid is rather coarse, as the focus in these simulations is on the numerical behaviour of the coupling process. Thus both the weak coupling procedure (11) as well as the quasi-simultaneous procedure (16) have been applied. In the latter case, the interaction law is based on the under-water part of the lifeboat (as the Poisson equation is only solved under water).

The most important result concerns the amount of work that is needed per time step to achieve the coupling between solid-body dynamics and fluid flow. The weak method often requires dozens of subiterations, in each of which a Poisson equation has to be solved. This number is dependent on the amount of fluid that is moved aside by the moving body, represented by the added-mass operator $M_a$. Fortunately, the later subiterations have a good initial guess so they are not as expensive as the earlier ones. Thus the amount of work is better represented by the total number of SOR-iterations [29] that is needed for all Poisson solves within one time step.

This amount of work is shown in Fig.5(top). The relation with the added mass becomes visible when plotting the time history of the estimated added mass in Fig.5(bottom). Note that the ‘gaps’ in the curve are due to a loss of significant digits during the post-processing to obtain a numerical estimation of the added mass. Comparison with Fig.5(top) shows clearly that the number of iterations grows rapidly when the ‘added-mass ratio’ $\rho(DM_a)$ grows beyond 1. In contrast, the quasi-simultaneous method requires 1 or 2 subiterations (with additional Poisson solver), resulting in much less work per time step (Fig.5). This reduction in the number of subiterations is highly independent of the grid size and of the chosen Poisson solver. More specifically, the number of subiterations is (to first order) only dependent on the difference between the analytic pendants of $D$ and $\tilde{D}$.

The added mass varies greatly over time during the impact, as the boat enters the water and a larger part of the wave has to respond. It is clear that the relaxation-based method (12)+(13)
is sensitive to this ratio, as the workload increases during the entry phase. The anticipative method (15)+(16), however, remains efficient regardless of the added-mass ratio, as the boundary condition inside the wave simulation predicts the boat motion. The workload is reduced by a factor around 10 for the complete simulation.

4.2 Moored TLP

The second test case is a tension-leg platform in a long-crested wave. The platform is modelled as a rigid body with elastic mooring lines. It can perform large but finite translations and rotations in three dimensions, but it cannot deform or change in volume. The generalization of the algorithmic coupling method to deformable bodies will be presented in another paper at this conference [30].

The wave is a nonlinear 5th-order Stokes wave with a height of 23 cm. Since the variations around the waterline are small compared to the size of the platform, the added-mass ratio is relatively constant. Even for this moderate added-mass ratio, however, the anticipative method outperforms the relaxation-based method by a factor 2.5 to 3.0.

5 CONCLUSIONS

The ComFLOW simulation method has been designed to simulate and study extreme waves and their impact on falling, floating and moored structures. In particular, in this paper the (physical and numerical) interaction between the dynamics of the structure and the oncoming wave field is investigated. The efficiency of the numerical coupling is largely determined by the added-mass ratio, which seriously affects the existing partitioned coupling schemes based on the (sequential) exchange of loads and motions: a coupling with a higher range of added-mass ratios leads to loss of performance in these traditional coupling schemes. Inspired by developments in aerodynamic boundary-layer theory, an anticipatory, quasi-simultaneous coupling scheme has been developed which intends to circumvent most of the iterative coupling action. Application to two maritime applications, a free-fall life boat and a moored TLP, shows the new scheme to be robust and insensitive to the added-mass ratio. Whereas in the present paper the accent is on the behaviour of the numerical coupling algorithm, in future publications we will shift to the physical contents of the simulation results (including validation).
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